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Abstract. This work is a report on an attempt to research on influence
of lemmatization in questions classification . The result of the research
is answer of question ”How influence lemmatisation on question classifi-
cation machine learning method which can be used in future works for
classify texts?”

1 Goal

The purpose of research is to find the best method for classify questions in
Russian from community question answering service; can it used methods of
machine learning which have a good results in English; how influence lemmati-
zation on question classification machine learning method which can be used in
future works for classify texts, decide which method will be at the base of future
question-answering system and .

2 Assignment

Assignment was to research machine learning methods and tested it for classify
questions in natural language from Russian community question answering sys-
tem and compare methods with using lemmatization. Research process exploited
the following machine learning methods: Naive Bayes and Maximum Entropy.

3 Evaluation and results

Texts were collected from among CQA-service ”Questions and Answers” (otvety.
google.ru). All questions have been classified into six major categories listed
in previous table. This collection was used for training the classifier machine
learning methods. For the test set was randomly selected 150 questions that were
not used for training the classifier. Details of training and the test described in
next table.

For comparison with the questions in English was taken marked question
collection from TREC. Collection was preprocessed. The size and composition
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Table 1. Russian set

Collection ABBR ENTY DESC HUM LOC NUM All

Training set 500 500 500 500 500 500 3000

Test set 5 20 30 37 29 29 150

Table 2. English set

Collection ABBR ENTY DESC HUM LOC NUM All

Training set 500 500 500 500 500 500 3000

Test set 23 52 18 5 5 47 150

of the resulting sample for study in English corresponds to the sample in Russian.
For the test set were also randomly selected 150 questions that were not used for
training the classifier. Details of training and the tests described in next table.

Results of studies using unigrams feature vector and lemmatisation described
in next table.

Table 3. Results

Features English Russian Russian + lemmatisation

NB MaxEnt NB MaxEnt NB MaxEnt

Unigram 56.67 58.00 27.33 28.00 30.67 30.67

4 Future work

Machine learning techniques perform well for classifying questions. I believe the
accuracy of the system could be still improved. Below is a list of ideas could help
the classification.

Bigger dataset: the training dataset in the order of millions will cover a better
range of twitter words and hence better unigram feature vector resulting in an
overall improved model. This would vastly improve upon the existing classifier
results.
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Another machine learning methods: there are many another machine learn-
ing methods which have a better results in related works (for example SVM).

Weighted unigram: in this approach, some words must have been sense to
weight the one of classes more than other words while trying to classify the class
of a question.

This work will be part of research in the ”Adapting language material RNC
for the electronic textbook ”Russian as a foreign language” carried out within
The National Research University Higher School of Economics Academic Fund
Program in 2013, grant No 13-05-0031.
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